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New hope — Bayesian epistemology

• The old problem: What is it for an observation to provide evidence, or 
confirm, a scientific theory? 

• Proposed solutions: 
• Logical empiricism uses inductive logic to help testing theories.  

The problem remains unsolved.  
• Karl Popper opposes the idea of confirmation and proposes falsification. 

The problem remains unsolved.  
• Bayesianism — a new theory of confirmation / evidence (you can think of 

evidence as data / observations). 
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Bayesianism 
— updating the “degree of belief” in light of new evidence

• (1) Uncertainty (or “degree of belief”) is quantified by probability 
• (2) The observed data are used to update the prior beliefs to become posterior beliefs.  

• this update is done according to the Bayes’ theorem 
• evidence confirms a hypothesis if it makes the hypothesis more probable than it would otherwise be 
• (evidence dis-confirms a hypothesis if it makes the hypothesis less probable than it would otherwise be) 

• BAYESIAN INFERENCE IS REALLOCATION OF CREDIBILITY ACROSS POSSIBILITIES  
(J. Kruschke)
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Bayesianism 
— updating the “degree of belief” in light of new evidence

4

p(hypothesis |evidence) = p(hypothesis) ×
p(evidence |hypothesis)

p(evidence)

Posterior belief  
about the hypothesis, i.e. 

after having obtained evidence

Prior belief about the hypothesis, i.e., 
before any evidence Predictive updating factor

p(evidence) =
n

∑
i=1

p(hypothesisi) × p(evidence |hypothesisi)



Gradual accumulation of knowledge
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‘Florida Bob’ (Wagenmakers et al., 2016)

• ‘Florida Bob’ killed his wife and may get the death penalty. 
• The defence claims that Bob is intellectually disabled: Bob’s IQ is lower 

than 70.  
• Indeed, 20 years earlier, when Bob was incarcerated for a different crime, 

an IQ test administered upon his entry indicated that he was intellectually 
disabled. But it is known that such IQ tests tend to underestimate 
prisoners’ IQs. 

• The judge orders three new IQ tests yielding scores of 73, 67, and 79. 
• What is the probability that Bob’s IQ is lower than 70?
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‘Florida Bob’ (Wagenmakers et al., 2016)

• Prior knowledge:  
The literature shows that, as a group, inmates classified as ‘intellectually 
disabled’ have an IQ of mean = 75 and standard deviation = 12.
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‘Florida Bob’ (Wagenmakers et al., 2016)
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‘Florida Bob’ (Wagenmakers et al., 2016)
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‘Florida Bob’ (Wagenmakers et al., 2016)
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‘Florida Bob’ (Wagenmakers et al., 2016)
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‘Florida Bob’ 
— some comments

• Bob’s observed IQ scores are determined both by his latent (unobserved) 
intellectual ability and by the reliability of the IQ test. 

• The former requires a ‘theory’ about what intelligence is (cognitive psychology) 
while the later requires a ‘theory’ about how to measure intelligence 
(psychometrics) 

• the judge presupposes (a) that intelligence affects behaviour in a principled 
way (the theory of intelligence explains and predicts behaviour) 

• the judge presupposes (b) that the IQ test measures Bob’s intelligence 
accurately (the theory of measurement captures latent psychological 
constructs well)  

• But how is theory linked to data???
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The relation between theory and observation

13
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Using statistical models in psychology 
— models compete to account for phenomena
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Farrell & Lewandowsky (2018), modified
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Phenomena 
— forgetting curve
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Memory retention (Lee & Wagenmakers, 2013)
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Memory retention (Lee & Wagenmakers, 2013) 
— graphical model for the exponential decay of memory retention, 
assuming no individual differences
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Memory retention (Lee & Wagenmakers, 2013) 
— graphical model for the exponential decay of memory retention, 
assuming no individual differences
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Memory retention (Lee & Wagenmakers, 2013) 
— graphical model for the exponential decay of memory retention, 
assuming structured individual differences
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Memory retention (Lee & Wagenmakers, 2013) 
— graphical model for the exponential decay of memory retention, 
assuming structured individual differences
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Using models in psychology 
— models compete to account for phenomena
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Using models in psychology 
— model predictions and data are both contingent on experimental method!
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What are data?

• Data are composed of variables. 
• A variable is a quantity or quality that varies (it must take on at least two different possible values; otherwise, it is a constant). 

• A quality is typically measured by assigning a category label (e.g., “1”=pasta, “2”=pizza, 3=“mango”) 
• A quantity is typically measured by assigning a number (e.g, height, number of students) 

• binary numbers are zero or one (true / false; yes / no) 
• integer numbers are whole numbers with no fractional or decimal part (e.g., a scale where 1 is “strongly disagree” and 7 is 

“strongly agree”) 
• real numbers are numbers that have a fractional or a decimal part (e.g., weight) 

• Values of variables can relate to each other in different ways 
• identity — each value has a unique meaning 
• magnitude — the values reflect different magnitude and have an ordered relationship to one another (larger / smaller) 
• equal intervals — units along the scale of measurement are equal to one another (1 and 2 are equal in magnitude as 18 and 19) 
• absolute zero — the scale has a true meaningful zero point (e.g., speed of zero means absence of the thing being measured)  

• These different ways go along with different scales of measurement  
• nominal scale — it satisfies the identity but the numbers are simply labels (e.g., 1=“kid”, 2=“teenager”, 3=“adult”) 
• ordinal scale — satisfies the criteria of identity and magnitude such that the values can be ordered in therms of their magnitude (e.g.,  

level of pain on a scale from 0 to 10). The ordering gives us information about relative magnitude, but the differences between values 
are not necessarily equal in magnitude. 

• interval scale — An interval scale has all of the features of an ordinal scale, but in addition the intervals between units on the 
measurement scale can be treated as equal (e.g., temperature in Celsius) 

• ratio scale — A ratio scale variable has all four of the features outlined above. The difference between a ratio scale variable and an 
interval scale variable is that the ratio scale variable has a true zero point (e.g., weight)
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What are data?

The scale determines what kind of mathematical operations we can apply 
to the data. 
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What makes a good measurement?

• Psychology deals with an unobservable theoretical concept (e.g., intelligence), which 
is usually referred to as a construct. 

•  To “measure” a construct we need an operational definition — a way of how a 
construct is to be measured (e.g., “intelligence” -> IQ test, “fear” -> physiological 
response, such as heart rate, to a threat) 

• Reliability (Reliabilität) — the consistency of measurements (a measure is said to 
have a high reliability if it produces similar results under consistent conditions) 

• Validity (Validität) — measuring the construct we actually want to measure; the extent 
to which the scores from a measure represent the construct they are intended to.  

• Example: “face validity” — the extent to which a measurement appears “on its 
face” to measure the construct of interest (consider self-report questionnaires)
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What makes a good measurement?

Reliability refers to the 
consistency of location of shots, 
and validity refers to the 
accuracy of the shots with 
respect to the center of the 
bullseye.
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Who to measure?

We are interested to draw conclusions about 
population but can test only its subset, i.e., a sample 
(Stichprobe).  
• Group research 

• Many individuals from a single group 
• Many individuals from multiple groups 

• Single-subject research 
• small-n designs  

• to demonstrate systematic and functional 
relationships between constructs as 
manifested at the individual participant 

• case study 
• to generate new research questions and 

hypothesis
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Study design (Forschungsdesign)

• Dependent variables (Abhängige Variable) — their values depend on the values of 
other variables in the scope of a research question (e.g., reaction time when it depends 
on age); its variation is being investigated; it’s the outcome that we aim to explain. 

• Independent variables (Unabhängige Variable) — their values do not depend on the 
values of other variables in the scope of a research question (e.g., age, sex); we use it 
to explain the dependent variable. 

• Confounding variables (Störvariable) — any variable other than the one being studied 
that influences, or “confounds”, the relationship between the independent and 
dependent variables (e.g., rate of ice cream is associated with number of sunburns 
because of the temperature; temperature is a confounding variable; hot temperatures 
cause people to both eat more ice cream and spend more time outdoors under the sun, 
resulting in more sunburns.).
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Study design (Forschungsdesign)

• Correlational (korrelative Studien) — aims to determine the strength of 
associations between variables without influencing them, e.g., the relation 
between depression and neuroticism scores 

• no causal relationship 
• Experimental (experimentelle Studien) — aims to determine the cause and effect  

• randomised (laboratory) experiments (randomisierte Experimente) — 
subjects are randomly assigned to experimental conditions; e.g., a subject is 
randomly assigned to either a drug or placebo condition 

• quasi-experimental (Quasi-Experimente) — non-random method is used to 
assign subjects to experimental conditions, e.g., one school implements a 
new teaching program while the other does not approve it, and the children’s 
performance is compared between schools 30



Randomization (Randomisierung)

• In a between-subjects design (Zwischensubjekt) , 
individuals receive only one of the possible levels of 
an experimental treatment. 

• In a within-subjects design (Innersubjekt), every 
individual receives each of the experimental 
treatments, and their responses to each treatment 
are measured. 

• Counterbalancing (randomizing or reversing the 
order of treatments among subjects) is often used 
in within-subjects designs to ensure that the order 
of treatment application doesn’t influence the 
results of the experiment.
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Meta-analysis (Metaanalyse)

• Meta-analysis combines (and 
synthesises) the results of multiple 
studies that address the same question 
in order to assess a pooled estimate 
closest to the true but unknown 
estimate.
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Research Ethics (Forschungsethik) 
— obedience experiment by Milgram (1963)

33



Research Ethics 
— obedience experiment by Milgram (1963)

• Ethical issues arise in psychological research (human 
beings and non-human animals) 

• Weighing risks against benefits (is it worth it?):  
• what is “lost” if a study is not performed 
• what is the risk if a study is performed 

• Respecting autonomy — the right to make own 
decisions free from coercion 

• informed consent (Einwilligungserklärung) — 
agreement to participate in a study after having 
being informed about everything that might 
reasonably be expected to affect the decision to 
participate 

• the right to withdraw at any time
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Research ethics

• Respecting privacy (the right to decide what information is shared with others) 
• Confidentiality and anonymity  

• Deception (only if justified) 
• e.g., misinforming about the purpose of a study, presenting false feedback about 

performance 
• why? knowing about the true purpose of the study may affect the behaviour under 

investigation 
• Debriefing (minimising any harm that might have occurred) 

• informing participants as soon as possible of the actual purpose of the study, revealing 
any deception, and correcting any other misconceptions they might have as a result of 
participating. 

• local ethics committee (https://www.dgps.de/die-dgps/kommissionen/) 
• APA ethics code (https://www.apa.org/ethics/code) 
• Declaration of Helsinki 
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Schlüsselwörter

• die Bayesianische Erkenntnistheorie / bayesian epistemology (core idea) 
• Operationale Definition (Operationalisierung) / operational definition (operationalisation) 
• Abhängige Variable, Unabhängige Variable, Störvariable / dependent variables, independent variables, confounding variables 
• Population, Stichprobe / population, sample 
• Reliabilität, Validität (Messungen) / reliability, validity (measurements) 
• Forschungsdesign: / study designs: 

• korrelative Studien / correlational studies 
• experimentelle Studie / experimental studies 
• randomisierte Experimente /  randomised (laboratory) experiments 
• Quasi-Experimente / quasi-experimental studies 
• Zwischensubjekt-design / between-subjects design 
• Innersubjekt-design / within-subjects design 
• counterbalancing 
• Randomisierung / randomization 

• Metaanalyse / Meta-analysis 
• Einwilligungserklärung / informed consent 
• Täuschung / deception 
• Aufklärung / debriefing 
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